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Abstract 
 
The graduation qualification work reveals the essence of real estate price 

forecasting and how to do it using machine learning and neural networks, types of 

forecasting methods and algorithms, neural network architecture, machine learning 

workflow project, data preparation and how to deal with missing values in datasets. In 

practical part of the work was created feedforward neural network model to predict real 

estate prices. As a result we received more general, robust and accurate method of price 

forecasting which could be used by investment companies to predict real estate price and 

make good investment, personal benefit to predict real estate price based on different 

factors to buy house at the right price. 

Keywords: price forecasting, machine learning, neural networks, data preparation. 

 

ȼɢɩɭɫɤɧɚ ɤɜɚɥɿɮɿɤɚɰɿɣɧɚ ɪɨɛɨɬɚ ɪɨɡɤɪɢɜɚɽ ɫɭɬɧɿɫɬɶ  ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɰɿɧ ɧɚ 

ɧɟɪɭɯɨɦɿɫɬɶ ɬɚ ɹɤ ɣɨɝɨ ɡɞɿɣɫɧɢɬɢ ɡɚ ɞɨɩɨɦɨɝɨɸ ɦɚɲɢɧɧɨɝɨ ɧɚɜɱɚɧɧɹ ɬɚ ɧɟɣɪɨɧɧɢɯ 

ɦɟɪɟɠ, ɬɢɩɢ ɦɟɬɨɞɿɜ ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɬɚ ɚɥɝɨɪɢɬɦɿɜ, ɚɪɯɿɬɟɤɬɭɪɭ ɧɟɣɪɨɧɧɢɯ ɦɟɪɟɠ, 

ɪɨɛɨɱɢɣ ɩɪɨɰɟɫ ɩɪɨɟɤɬɭ ɦɚɲɢɧɧɨɝɨ ɧɚɜɱɚɧɧɹ, ɩɿɞɝɨɬɨɜɤɭ ɞɚɧɢɯ ɬɚ ɦɟɬɨɞɢ 

ɛɨɪɨɬɶɛɢ ɡ ɜɿɞɫɭɬɧɿɦɢ ɡɧɚɱɟɧɧɹɦɢ ɭ ɧɚɛɨɪɚɯ ɞɚɧɢɯ. ɍ ɩɪɚɤɬɢɱɧɿɣ ɱɚɫɬɢɧɿ ɪɨɛɨɬɢ 

ɛɭɥɚ ɫɬɜɨɪɟɧɚ ɧɟɣɪɨɦɟɪɟɠɟɜɚ ɦɨɞɟɥɶ ɞɥɹ ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɰɿɧ ɧɚ ɧɟɪɭɯɨɦɿɫɬɶ. ȼ 

ɪɟɡɭɥɶɬɚɬɿ ɦɢ ɨɬɪɢɦɚɥɢ ɛɿɥɶɲ ɡɚɝɚɥɶɧɢɣ, ɧɚɞɿɣɧɢɣ ɿ ɬɨɱɧɢɣ ɦɟɬɨɞ ɩɪɨɝɧɨɡɭɜɚɧɧɹ 

ɰɿɧ, ɹɤɢɣ ɦɨɠɟ ɜɢɤɨɪɢɫɬɨɜɭɜɚɬɢɫɹ ɿɧɜɟɫɬɢɰɿɣɧɢɦɢ ɤɨɦɩɚɧɿɹɦɢ ɞɥɹ ɩɪɨɝɧɨɡɭɜɚɧɧɹ 

ɰɿɧɢ ɧɚ ɧɟɪɭɯɨɦɿɫɬɶ ɬɚ ɡɞɿɣɫɧɟɧɧɹ ɯɨɪɨɲɢɯ ɿɧɜɟɫɬɢɰɿɣ, ɩɟɪɫɨɧɚɥɶɧɨɝɨ 

ɜɢɤɨɪɢɫɬɚɧɧɹ ɞɥɹ ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɰɿɧɢ ɧɚ ɧɟɪɭɯɨɦɿɫɬɶ ɧɚ ɨɫɧɨɜɿ ɪɿɡɧɢɯ ɮɚɤɬɨɪɿɜ ɞɥɹ 

ɩɪɢɞɛɚɧɧɹ ɛɭɞɢɧɤɭ ɡɚ ɩɪɚɜɢɥɶɧɨɸ ɰɿɧɨɸ 

Клɸɱовɿ ɫлова: ɩɪɨɝɧɨɡɭɜɚɧɧɹ ɰɿɧ, ɦɚɲɢɧɧɟ ɧɚɜɱɚɧɧɹ, ɧɟɣɪɨɧɧɿ ɦɟɪɟɠɿ, 

ɩɿɞɝɨɬɨɜɤɚ ɞɚɧɢɯ. 
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INTRODUCTION 

The relevance of the research. We need a proper prediction on the real estate and 

the houses in housing market we can see a mechanism that runs throughout the properties 

buying and selling buying a house will be a life time goal for most of the individual. There 

are lot of people making huge mistakes right now when buying properties, most of the 

people are buying properties unseen from the people they dont know by seeing the 

advertisements one of the common mistakes is buying the properties that are too 

expensive but its not worth it. 

With the rising housing prices of the last 20 years, the appraisal of real estate has 

become more difficult. underlined by the large differences between listing and selling 

prices, the valuation process brings a level of uncertainty. Nowadays many factors affect 

real estate market and price housing, some even surprising, such as climate change and 

global pandemic. Many tradinional methods have been used in the price prediction but 

they make prediction based on particular set of features and difficult to expend to new 

factors that arising and affect real estate prices. With the advances within the field of 

machine learning new methods of price forecasring is open, one of which is neural 

networks, with their remarkable ability to derive meaning from complicated or imprecise 

data, can be used to extract patterns and detect trends that are too complex to be noticed 

by either humans or other computer techniques. Neural network can generalize � after 

learning from the initial inputs and their relationships, it can infer unseen relationships on 

unseen data as well, thus making the model generalize and predict on unseen data. 

Analysis of recent research and publications. In the work ³Prediction of 

residential real estate selling prices using neural networks´ by Pontus Nilsson [29] author 

describes methods of real estate valuation and the market, uncertainties and accuracy of 

traditional methods and advantages of using neural network for prediction.  

Based on the work of scientist Frank Rosenblatt who developed very popular 

machine learning algorithm named perceptron Tushar Gupta in his study of ³Deep 

Learning: Feedforward Neural Network´ [17] describes how combining many layer of 

perceptrons created  multilayer perceptrons or feedforward neural networks, describes 
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architecture of neural networks and essential theory on how they learn, such as cost 

function, gradien-based learning and back propagation. 

The purpose of the study ± to analyze theoretical, methodological and practical 

aspects of real estate price forecasting using neural networks. 

The purpose of the research has caused the necessity of solving the following 

objectives: 

� to analyze traditinal methods of real estate price forecasting; 

� to establish general machine learning workflow; 

� to define steps for data preparation; 

� to analyze what type of neural network to use and principles of their learning; 

� to do feature engineering on house data to create accurate model for prediction. 

The object of the study � real estate price forecasting process. 

The subject of the study � theoretical, methodological and practical bases of 

forecasting, machine learning algorithms and neural networks. 

The empirical basis of the research ± research papers, books and digital resources 

on real estate price prediction and artifitial neural netword models. 

Research methods. The dialectical method is used in the work � the method of 

scientific abstraction is applied, which implies the selection of typical, stable tendencies 

in the researched process or phenomenon; the method of induction � theoretical 

conclusions, generalizations based on the study of individual facts, calculations are 

formulated. The method of formalization is used � the study of objects by displaying their 

structure in sign form using the language of mathematics. Methods of analysis and 

synthesis are used � the separation of the constituent parts of the subject, their study and 

further combination into a whole, taking into account the relationships between them. The 

calculation-analytical method is applied � formulas were used, and mathematical 

calculations were performed.  

Information support of the research consists of scientific articles, monographs, 

magazine publications, textbooks, statistical data, information websites, other scientific 
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publications. Neural network model was created using jupyter notebook, tenserflow 2.0 

and Keras api. 

The practical significance of the study. The results of the study are of practical 

importance and could be used by investment companies to predict real estate price and 

make good investment and personal benefit to predict real estate price based on different 

factors to buy house at the right price. 

Approbation of research results. According to the results of the research, a report 

was presented at the conference of KNTEU students ³Scientific research of student 

youth´, section ³Applied aspects of information technology´ on the topic: ³Forecasting 

of price dynamic for goods and services using neural networks´, which took place on 

April 7-8, 2020. 

According to the results of the conducted research, a scientific article on the topic 

³Forecasting of price dynamic for goods and services using neural networks´ was 

published, which was included in the collection of scientific articles of KNUTE students 

³Digital Economy´, Kyiv 2020. 

Work structure. The work consists of an introduction, three sections, conclusions, 

a list of references and appendices, which contain(example of data from datasetn and full 

progress of development neural network model). The total volume of the work is 81 

pages. It contains 1 table, 31 figures, 10 formulas. Number of used references � 38, their 

list is given on 5 pages. 
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SECTION 1 

Theoretical fundamentals of real estate price forecasting 

1.1. General characteristics of real estate and features of its pricing 

Real estate is the land along with any permanent improvements attached to the land, 

whether natural or man-made²including water, trees, minerals, buildings, homes, 

fences, and bridges. Real estate is a form of real property. It differs from personal 

property, which are things not permanently attached to the land, such as vehicles, boats, 

jewelry, furniture, and farm equipment [1]. 

There are four types of real estate: 

1. Residential real estate includes both new construction and resale homes. The 

most common category is single-family homes. There are also condominiums, co-ops, 

townhouses, duplexes, triple-deckers, quadplexes, high-value homes, multi-generational 

and vacation homes. 

2. Commercial real estate includes shopping centers and strip malls, medical 

and educational buildings, hotels and offices. Apartment buildings are often considered 

commercial, even though they are used for residences. That's because they are owned to 

produce income. 

3. Industrial real estate includes manufacturing buildings and property, as well 

as warehouses. The buildings can be used for research, production, storage, and 

distribution of goods. Some buildings that distribute goods are considered commercial 

real estate. The classification is important because the zoning, construction, and sales are 

handled differently. 

4. Land includes vacant land, working farms, and ranches. The subcategories 

within vacant land include undeveloped, early development or reuse, subdivision and site 

assembly [3]. 
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Real estate also has some distinct economic characteristics that influence its value 

as an investment. There are four economic characteristics: 

1. Scarcity 

While land isn't considered rare, the total supply is fixed. This can have a significant 

impact on the value of a property.  Especially in highly populous areas, such as Long 

Island.  The scarcer the land, the higher the price.  It is a supply and demand concept [3]. 

2. Improvements 

The economic characteristic of improvements (also known as modification), states 

that improvements to a piece of land can have either a positive or negative impact on its 

value.  Adding a pool and landscaping to a home will increase its value.  If a nuclear 

power plant is built, the surrounding land values will decline [3].  

Improvements of a private nature (such as homes and fences) are referred to as 

improvements on the land. Improvements of a public nature (e.g., sidewalks and sewer 

systems) are called improvements to the land [2]. 

3. Permanence of investment 

Permanence of investment is also known as fixity and means investments in real 

estate are long-term.  This is due to the physical characteristics of indestructibility and 

immobility.  Since land is immobile, investment in property becomes fixed.  Land cannot 

be moved if the market becomes better in another location [3].  

Once land is improved, the total capital and labor used to build the improvement 

represent a sizable fixed investment. Even though a building can be razed, improvements 

like drainage, electricity, water, and sewer systems tend to be permanent because they 

can't be removed (or replaced) economically [2]. 

Since real estate transactions are complex and large amounts of money are 

involved, they are not made very frequently.  As a result, a real estate investment is a 

long-term investment. 

4. Area preference 

Area preference is the most important economic characteristics of land.  Situs is 

based on many factors, such as history, convenience, and reputation.  A home in a 
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neighborhood with great schools and a low crime rate will generally command a higher 

price.  A house in a high crime neighborhood with poor schooling would be priced lower. 

Location is one of the most important economic characteristics of land [2]. 

 Despite the magnitude and complexity of the real estate market, many people tend 

to think the industry consists merely of brokers and salespeople. However, millions of 

people in fact earn a living through real estate, not only in sales but also in appraisals, 

property management, financing, construction, development, counseling, education, and 

several other fields [1]. 

Many professionals and businesses � including accountants, architects, banks, title 

insurance companies, surveyors, and lawyers � also depend on the real estate industry[1]. 

Real estate is a critical driver of economic growth in the U.S. In fact, housing               

starts � the number of new residential construction projects in any given month � released 

by the U.S. Census Bureau is a key economic indicator. Building permits, housing starts, 

and housing completions data, divided into three different categories: 

� single-family homes; 

� homes with 2-4 units; 

� multifamily buildings with five or more units, such as apartment complexes. 

Investors and analysts keep a close eye on housing starts because the numbers can 

provide a general sense of economic direction. Moreover, the types of new housing start 

can give clues about how the economy is developing [1, 3]. 

 Example: Housing Starts. 

For example, if housing starts indicating fewer single-family and more multifamily 

starts, it could indicate an impending supply shortage for single-family homes � which 

could drive up home prices. The following chart shows 20 years of housing starts, from 

Jan. 1, 2000, to Feb. 1, 2020 [1]. 
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Figure 1.1. 20 years of housing starts  

Source: designed by the author based on [1] 

 

Value Versus Cost and Price. Value is not necessarily equal to cost or price. Cost 

refers to actual expenditures ± on materials, for example, or labor. Price, on the other 

hand, is the amount that someone pays for something. While cost and price can affect 

value, they do not determine value. The sales price of a house might be $150,000, but the 

value could be significantly higher or lower. For instance, if a new owner finds a serious 

flaw in the house, such as a faulty foundation, the value of the house could be lower than 

the price [5]. 

Market Value. An appraisal is an opinion or estimate regarding the value of a 

particular property as of a specific date. Appraisal reports are used by businesses, 

government agencies, individuals, investors, and mortgage companies when making 

decisions regarding real estate transactions. The goal of an appraisal is to determine a 

property's market value ± the most probable price that the property will bring in a 

competitive and open market. 
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Market price, the price at which property actually sells, may not always represent 

the market value. For example, if a seller is under duress because of the threat of 

foreclosure, or if a private sale is held, the property may sell below its market value [5]. 

 

1.2. The essence of traditional methods of price forecasting 

Estimating the value of real estate is necessary for a variety of endeavors, including 

financing, sales listing, investment analysis, property insurance, and taxation. But for 

most people, determining the asking or purchase price of a piece of real property is the 

most useful application of real estate valuation [5]. 

Property valuation is important to calculate and understand before the purchasing 

of a property. While some signs, like location and square footage of a property, are 

important to finding out the ultimate value of the property, they can also be misleading. 

These nuances can make a potential property seem like a better investment than it              

actually is [4]. 

Using calculations and careful estimates based on the values of the neighboring 

properties can help to see if a property for potential investment will meet investment 

goals. 

There are 3 traditional methods to run a valuation on property: 

� comparable sales approach; 

� income approach; 

� cost approach [4]. 

Method 1: Sales Comparison Approach 

The sales comparison approach is commonly used in valuing single-family homes 

and land. Sometimes called the market data approach, it is an estimate of value derived 

by comparing a property with recently sold properties with similar characteristics. These 

similar properties are referred to as comparable, and in order to provide a valid 

comparison, each must: 

� be as similar to the subject property as possible; 

� have been sold within the last year in an open, competitive market; 
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� have been sold under typical market conditions. 

At least three or four comparables should be used in the appraisal process. The 

most important factors to consider when selecting comparables are the size, comparable 

features and ± perhaps most of all ± location, which can have a tremendous effect on a 

property's market value [5]. 

Comparables` Qualities 

Since no two properties are exactly alike, adjustments to the comparables' sales 

prices will be made to account for dissimilar features and other factors that would affect 

value, including: 

� age and condition of buildings; 

� date of sale, if economic changes occur between the date of sale of a comparable 

and the date of the appraisal; 

� terms and conditions of sale, such as if a property's seller was under duress or if a 

property was sold between relatives (at a discounted price); 

� location, since similar properties might differ in price from neighborhood to 

neighborhood; 

� physical features, including lot size, landscaping, type and quality of construction, 

number and type of rooms, square feet of living space, hardwood floors, a garage, 

kitchen upgrades, a fireplace, a pool, central air, etc. 

The market value estimate of the subject property will fall within the range formed 

by the adjusted sales prices of the comparables. Since some of the adjustments made to 

the sales prices of the comparables will be more subjective than others, weighted 

consideration is typically given to those comparables that have the least amount of 

adjustment [5]. 

Comparable sales approach involves the following steps: 

1. Identifying actual market transactions in recent past of comparable properties. The 

comparable transactions must be similar in terms of location, property size, 

property nature (residential vs commercial), tenant size (whether one tenant or 

multiple tenants), typical lease duration (i.e. short-term vs long-term, etc.). 
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2. Finding price multiple for the properties based on some feature of the property 

which derives the property¶s value. It involves dividing the property value by say 

its covered area, number of apartments, etc. 

3. The multiples derived from comparable transactions are then multiplied with the 

same feature of the property to arrive at a value estimate, i.e. value per square feet 

must be multiplied by the property¶s area in square feet to find value [6]. 

For example, let¶s assume we own a 50-unit residential 3-bed apartment complex in 

Toronto with total area of 50,000 square feet. We are goint to call it Property Y. 

Average occupancy rate is 90% and the average monthly rent is CAD 8,000 expected to 

grow by 7% each year for foreseeable future i.e. initial 5 years. 6% of the revenue is never 

collected. Monthly operating costs are 20% of the revenue in first year and are expected 

to grow in line with the Consumer Price Index (CPI), let¶s say 3% per annum. Insurance 

costs are 3% of the capacity. Other revenue per year amounts to $500,000 which are 

expected to stay constant for next 5-years. Property taxes are 5% and income tax is 20%. 

During last year, three apartment buildings were sold within one square kilometer area: 

Building A had a total covered area of 25,000 square feet building, had 30 units and was 

sold for $40 million; Building B had area of 70,000 square feet, 60 units and was valued 

at $70 million and Building C had area of 60,000 square feet, 42 apartment and was sold 

at $55 million [6, 7]. 

The market value of the land is $30 million, and it took $20 million to construct the 

building 10 years ago. Assuming inflation over the last 10 years to be 2.5% on average. 

During the last 3 years, comparable properties were valued based on a 10% capitalization 

rate. Assume in a net average growth in NOI is 5% for the purpose of direct capitalization 

method forever. Work out a lower and upper bound for the property¶s value based on the 

most popular real estate valuation methods. Required rate of return keeping in view the 

risk is 11% [6, 7]. 

The comparable sales approach is the simplest method even though it is impossible 

to find a perfectly comparable property. The following table shows how the comparable 

sales approach can be applied to the Property Y [6]. 
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Table 1.1 

Factors of Whe enWeUSUiVe¶V inWellecWXal SoWenWial deYeloSmenW 

Property Value Area 
(Square ft) 

Units Value per 
Square ft 

Value per 
unit 

A 40,000,000 25000 30 1,600 1,333,333 
B 70,000,000 70000 60 1,000 1,166,667 
C 55,000,000 60000 42 917 1,309,524 
Average    1,172 1,269,841 
Property Y 
area 
(Square ft) 

   50,000 Property Y 
area (Square 
ft) 

Property Y 
units 

    50 

Property Y 
value 

   $58,611,111 $63,492,063 

 

Source: designed by the author based on [6] 

Method 2: Income approach 

The income capitalization approach, or income approach, is a valuation of real 

estate commonly used for rental properties and commercial real estate properties. This 

method converts the income of a property into an estimate of its value. 

The general formula for calculating the valuation of a property, also known as IRV 

in this method, is as follows: 

Net operating income (I) / capitalization rate (R) = value (V),            (1.1) 

Breaking this calculation into a few extra steps is helpful. First calculate the NOI 

(Net Operating Income), as follows: 

1. Calculate the annual potential gross income 

The potential gross income is the potential rental income of the property when 

rented at 100% capacity. 

For example, if the monthly rent is $1,000 then your annual potential gross income 

is 12 x $1,000 = $12,000 [4]. 

2. Calculate the effective gross income 
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This number, which usually is expressed as a percentage, is the appraiser¶s estimate 

from the market for these kinds of buildings in the local area. The effective gross income 

is the potential gross rental income plus other income minus the vacancy rate and credit 

costs[4]. 

For example, the vacancy rate of property could be 5% and the additional income 

might be $100 per month, or $1,200 annually. 

At this point: A property with a potential gross income of $12,000 - 5% vacancy 

(or $600) + additional income (or $1,200) = $12,600 [7]. 

3. Calculate the net operating income (NOI) 

Start by deducting annual operating expenses such as real estate and personal 

property taxes, property insurance, management fees (on or off-site), repairs and 

maintenance, utilities, and other miscellaneous expenses (accounting, legal, etc.) [4]. 

                 Effective gross income - operating expenses = NOI,                        (1.2) 

At this point: Our Effective gross income is $12,600 for this property. Let¶s say all 

the additional operating expenses are $10,100 for the property. This means the NOI is 

$2,500. 

Now that you have your NOI calculated, you can continue on to estimate the 

valuation of your chosen property [8. p. 4]. 

4. Compare similar cap rates 

A capitalization rate is similar to a rate of return; that is, the percentage that the 

investors hope to get out of the building in income. 

Look at similar properties¶ cap rates to estimate the price an investor would pay for 

the income generated by the particular property. 

Lofty AI's ROI on rental property calculator allows you to calculate cash on cash 

return, cash flow, and is also a cap rate calculator. 

Let¶s choose a cap rate of 10% for this example [4]. 

5. ASSl\ Whe caS UaWe Wo Whe SUoSeUW\¶V annXal NOI 

This last step allows you to form an estimate of the property¶s value, and where the 

formula is used. 

All you have to do now is divide the NOI by the cap rate. 
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To finish the example: $2,500 / 0.10 = $25,000 

$25,000 is the estimate of the valuation of this property, using the income 

capitalization approach[4, 7]. 

Method 3: Cost Approach 

The cost approach can be used to estimate the value of properties that have been 

improved by one or more buildings. This method involves separate estimates of value for 

the building(s) and the land, taking into consideration depreciation. The estimates are 

added together to calculate the value of the entire improved property. The cost approach 

makes the assumption that a reasonable buyer would not pay more for an existing 

improved property than the price to buy a comparable lot and construct a comparable 

building. This approach is useful when the property being appraised is a type that is not 

frequently sold and does not generate income. Examples include schools, churches, 

hospitals and government buildings [5]. 

Building costs can be estimated in several ways, including the square-foot method 

where the cost per square foot of a recently built comparable is multiplied by the number 

of square feet in the subject building; the unit-in-place method, where costs are estimated 

based on the construction cost per unit of measure of the individual building components, 

including labor and materials; and the quantity-survey method, which estimates the 

quantities of raw materials that will be needed to replace the subject building, along with 

the current price of the materials and associated installation costs [9]. 

Depreciation 

For appraisal purposes, depreciation refers to any condition that negatively affects 

the value of an improvement to real property, and takes into consideration: 

� physical deterioration, including curable deterioration, such as painting and roof 

replacement, and incurable deterioration, such as structural problems; 

� functional obsolescence, which refers to physical or design features that are no 

longer considered desirable by property owners, such as outdated appliances, 

dated-looking fixtures or homes with four bedrooms, but only one bath; 

� economic obsolescence, caused by factors that are external to the property, such as 

being located close to a noisy airport or polluting factory [5, 6]. 
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Methodology: 

� estimate the value of the land as if it were vacant and available to be put to its 

highest and best use, using the sales comparison approach since land cannot be 

depreciated; 

� estimate the current cost of constructing the building(s) and site improvements; 

� estimate the amount of depreciation of the improvements resulting from 

deterioration, functional obsolescence or economic obsolescence; 

� deduct the depreciation from the estimated construction costs; 

� add the estimated value of the land to the depreciated cost of the building(s) and 

site improvements to determine the total property value [5, 6, 7]. 

When using this method, it is important to remember that it can be helpful when 

calculating the valuation of a property, but it does not take into account the surrounding 

factors or the factors of that specific property, which as we have previously said, can skew 

your results dramatically. 

The most commonly used cost approach appraisals include: 

� Reproduction cost - The cost to construct an exact duplicate of the subject property 

at today¶s costs; 

� Replacement cost - The cost to construct a structure with the same usefulness 

(utility) as a comparable structure using today¶s materials and standards [4]. 

When all estimates have been gathered, the cost approach is calculated in the 

following way: 

� Replacement or Reproduction Cost ± Depreciation + Land Worth = Value of the 

Property [4]. 

Although these methods are easy to use and took their place as traditional methods 

of real estate valuation, they are difficult to apply in densely populated urban areas 

where sales or rentals of unimproved land are rare. Existence of depreciation, or any 

deviation from highest and best use that would distort the income available to the 

unimproved land, can leave the independent value of the improvements extremely 

uncertain. Physical, economic or functional depreciation greatly complicates the 
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attempt to calculate building value. For more general and complex price prediction 

better solution would be use of neural networks. After learning from the initial inputs 

and their relationships, neural network can infer unseen relationships on unseen data, 

thus making the model generalize and predict on unseen data. 

 

Conclusions to the section 1 

In the following section theoretical and methodological aspects of real estate were 

analyzed. After analyzing scientific literature, we have defined economic characterisics 

of real estate that influence its value as an investment. 

Estimating the value of real estate is necessary for a variety of endeavors, including 

financing, sales listing, investment analysis, property insurance, and taxation. But for 

most people, determining the asking or purchase price of a piece of real property is the 

most useful application of real estate valuation. We have determited 3 traditional methods 

to run a valuation on property: comparable sales approach, Income approach, cost 

approach 

Accurate real estate valuation is important to mortgage lenders, investors, insurers 

and buyers, and sellers of real property. While appraisals are generally performed by 

skilled professionals, anyone involved in a real transaction can benefit from gaining a 

basic understanding of the different methods of real estate valuation.  
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SECTION 2 

Analysis of features of neural network forecasting of time series 

2.1. Analysis of the machine learning workflow and data preparation 

Price forecasting is predicting a commodity/product/service price by evaluating 

various factors like its characteristics, demand, seasonal trends, other commodities¶ prices 

(i.e. fuel), offers from numerous suppliers, etc. 

 Price prediction can be formulated as a regression task. Regression analysis is a 

statistical technique used to estimate the relationship between a dependent/target variable 

(electricity price, flight fare, property price, etc.) and single or multiple independent 

(interdependent) variables AKA predictors that impact the target variable. Regression 

analysis also lets researchers determine how much these predictors influence a target 

variable. In regression, a target variable is always numeric [10]. 

 In general, price forecasting is done by the means of descriptive and predictive 

analytics. Descriptive analytics.  

 Descriptive analytics rely on statistical methods that include data collection, 

analysis, interpretation, and presentation of findings. Descriptive analytics allow for 

transforming raw observations into knowledge one can understand and share. In short, 

this analytics type helps to answer the question of what happened [10, 11]. 

 Predictive analytics. Predictive analytics is about analyzing current and historical 

data to forecast the probability of future events, outcomes, or values in the context of 

price predictions. Predictive analytics requires numerous statistical techniques, such as 

data mining (identification of patterns in data) and machine learning [10, 11]. 

 The goal of machine learning is to build systems capable of finding patterns in data, 

learning from it without human intervention and explicit reprogramming. To solve the 

price prediction problem, data scientists first must understand what data to use to train 

machine learning models, and that¶s exactly why descriptive analytics is needed [12]. 
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Figure 2.1. Machine learning workflow  

Source: designed by the author based on [13]  

While ML projects vary in scale and complexity requiring different data science 

teams, their general structure is the same. For example, a small data science team would 

have to collect, preprocess, and transform data, as well as train, validate, and (possibly) 

deploy a model to do a single prediction [14]. 

 I would like to briefly describe a common scenario for ML project implementation: 

1. Strategy: matching the problem with the solution. In the first phase of an ML 

project realization, company representatives mostly outline strategic goals. They assume 

a solution to a problem, define a scope of work, and plan the development. For example, 

your eCommerce store sales are lower than expected. The lack of customer behavior 

analysis may be one of the reasons you are lagging behind your competitors. 

2. Dataset preparation and preprocessing. Data is the foundation for any machine 

learning project. The second stage of project implementation is complex and involves 

data collection, selection, preprocessing, and transformation [15]. 

� Data collection 

There is no exact answer to the question ³How much data is needed?´ because each 

machine learning problem is unique. In turn, the number of attributes data scientists will 

use when building a predictive model depends on the attributes¶ predictive value. 

µThe more, the better¶ approach is reasonable for this phase. Some data scientists 

suggest considering that less than one-third of collected data may be useful. It¶s difficult 
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to estimate which part of the data will provide the most accurate results until the model 

training begins. That¶s why it¶s important to collect and store all data ² internal and 

open, structured and unstructured [12]. 

The tools for collecting internal data depend on the industry and business 

infrastructure. For example, those who run an online-only business and want to launch a 

personalization campaign ɫan try out such web analytic tools as Mixpanel, Hotjar, 

CrazyEgg, well-known Google analytics, etc. A web log file, in addition, can be a good 

source of internal data. It stores data about users and their online behavior: time and length 

of visit, viewed pages or objects, and location [13]. 

Companies can also complement their own data with publicly available datasets. 

For instance, Kaggle, Github contributors, AWS provide free datasets for analysis. 

� Data selection 

After having collected all information, a data analyst chooses a subgroup of data to 

solve the defined problem. For instance, if you save your customers¶ geographical 

location, you don¶t need to add their cell phones and bank card numbers to a dataset. But 

purchase history would be necessary. The selected data includes attributes that need to be 

considered when building a predictive model [14]. 

� Data preprocessing 

The purpose of preprocessing is to convert raw data into a form that fits machine 

learning. Structured and clean data allows a data scientist to get more precise results from 

an applied machine learning model. The technique includes data formatting, cleaning, 

and sampling. 

Data formatting. The importance of data formatting grows when data is acquired 

from various sources by different people. The first task for a data scientist is to standardize 

record formats. A specialist checks whether variables representing each attribute are 

recorded in the same way. Titles of products and services, prices, date formats, and 

addresses are examples of variables. The principle of data consistency also applies to 

attributes represented by numeric ranges [12]. 

Data cleaning. This set of procedures allows for removing noise and fixing 

inconsistencies in data. A data scientist can fill in missing data using imputation 
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techniques, e.g. substituting missing values with mean attributes. A specialist also detects 

outliers ² observations that deviate significantly from the rest of distribution. If an outlier 

indicates erroneous data, a data scientist deletes or corrects them if possible. This stage 

also includes removing incomplete and useless data objects [16]. 

3. Dataset splitting. A dataset used for machine learning should be partitioned into 

three subsets - training, test, and validation sets: 

� Training set. A data scientist uses a training set to train a model and define its 

optimal parameters � parameters it has to learn from data. 

� Test set. A test set is needed for an evaluation of the trained model and its capability 

for generalization. The latter means a model¶s ability to identify patterns in new 

unseen data after having been trained over a training data. It¶s crucial to use 

different subsets for training and testing to avoid model overfitting, which is the 

incapacity for generalization we mentioned above [13]. 

� Validation set. The purpose of a validation set is to tweak a model¶s 

hyperparameters � higher-level structural settings that can¶t be directly learned 

from data. These settings can express, for instance, how complex a model is and 

how fast it finds patterns in data. The proportion of a training and a test set is 

usually 80 to 20 percent respectively. A training set is then split again, and its 20 

percent will be used to form a validation set. At the same time, machine learning 

practitioner Jason Brownlee suggests using 66 percent of data for training and 33 

percent for testing. A size of each subset depends on the total dataset size [14]. 

4. Modeling. After a data scientist has preprocessed the collected data and split it 

into three subsets, he can proceed with a model training. This process entails ³feeding´ 

the algorithm with training data. An algorithm will process data and output a model that 

is able to find a target value (attribute) in new data � an answer you want to get with 

predictive analysis. The purpose of model training is to develop a model [12]. 

5. Model evaluation and testing. The goal of this step is to develop the simplest 

model able to formulate a target value fast and well enough. A data scientist can achieve 

this goal through model tuning. That¶s the optimization of model parameters to achieve 
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an algorithm¶s best performance. One of the more efficient methods for model evaluation 

and tuning is cross-validation. It entails splitting a training dataset into ten equal parts 

(folds). A given model is trained on only nine folds and then tested on the tenth one (the 

one previously left out). Training continues until every fold is left aside and used for 

testing [14].  

As a result of model performance measure, a specialist calculates a cross-validated 

score for each set of hyperparameters. A data scientist trains models with different sets of 

hyperparameters to define which model has the highest prediction accuracy. The cross-

validated score indicates average model performance across ten hold-out folds [15]. 

 
Figure 2.2. Cross-validation method of model evaluation  

Source: designed by the author based on [12]  

6. Model deployment. The model deployment stage covers putting a model into 

production use. 

Many real-world datasets may contain missing values for various reasons. They are 

often encoded as NaNs, blanks or any other placeholders. Training a model with a dataset 

that has a lot of missing values can drastically impact the machine learning model¶s 

quality. Some algorithms such as scikit-learn estimators assume that all values are 

numerical and have and hold meaningful value [12]. So, we will focus on popular ways 

for data imputation:  

� Imputation Using (Mean/Median) Values: This works by calculating the 

mean/median of the non-missing values in a column and then replacing the missing 
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values within each column separately and independently from the others. It can 

only be used with numeric data [11]. 

 
Figure 2.3. Mean Imputation  

Source: designed by the author based on [11]  

  Pros: 

� easy and fast; 

� works well with small numerical datasets. 

  Cons: 

� doesn¶t factor the correlations between features. It only works on the column level; 

� will give poor results on encoded categorical features (do NOT use it on categorical 

features); 

� not very accurate; 

� doesn¶t account for the uncertainty in the imputations. 

 

� Imputation Using (Most Frequent) or (Zero/Constant) Values: Most 

Frequent is another statistical strategy to impute missing values and It works with 

categorical features (strings or numerical representations) by replacing missing 

data with the most frequent values within each column [11]. 

  Pros: 

� works well with categorical features. 

  Cons: 

� it also doesn¶t factor the correlations between features; 

� it can introduce bias in the data. 
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� Imputation Using k-NN: The k nearest neighbors is an algorithm that is used for 

simple classification. The algorithm uses µfeature similarity¶ to predict the values 

of any new data points. This means that the new point is assigned a value based on 

how closely it resembles the points in the training set. This can be very useful in 

making predictions about the missing values by finding the k¶s closest neighbors 

to the observation with missing data and then imputing them based on the non-

missing values in the neighborhood. It creates a basic mean impute then uses the 

resulting complete list to construct a KDTree. Then, it uses the resulting KDTree 

to compute nearest neighbors (NN). After it finds the k-NNs, it takes the weighted 

average of them [11]. 

 
Figure 2.4. Imputation using k-NN 

Source: designed by the author based on [11]  

  Pros: 

� can be much more accurate than the mean, median or most frequent imputation 

methods (It depends on the dataset). 

  Cons: 

� computationally expensive. KNN works by storing the whole training dataset in 

memory; 

� K-NN is quite sensitive to outliers in the data [11]. 



25 
 

2.2. Neural networks and principles of their learning 

We will be looking at Feedforward neural networks (multilayer perceptron¶s). A 

neural network is a series of algorithms that endeavors to recognize underlying 

relationships in a set of data through a process that mimics the way the human brain 

operates. In this sense, neural networks refer to systems of neurons, either organic or 

artificial in nature. Neural networks can adapt to changing input; so, the network 

generates the best possible result without needing to redesign the output criteria. 

Deep feedforward networks also often called feedforward neural networks, or 

multilayer perceptron¶s (MLPs), are the quintessential deep learning models. The goal of 

a feedforward network is to approximate some function f*. For example, for a classi¿er, 

y = f*(x) maps an input x to a category y. A feedforward network de¿nes a mapping            

y = f(x;ș) and learns the value of the parameters ș that result in the best function 

approximation. These models are called feedforward because information Àows through 

the function being evaluated from x, through the intermediate computations used to de¿ne 

f, and ¿nally to the output y. There are no feedback connections in which outputs of the 

model are fed back into itself [17]. 

 
Figure 2.5. Feedforward networks 

Source: designed by the author based on [19, p. 9]  
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Input layer: Number of neurons in this layer corresponds to the number of inputs 

to the neuronal network. This layer consists of passive nodes, i.e., which do not take part 

in the actual signal modification, but only transmits the signal to the following layer [19]. 

 Hidden layer: This layer has arbitrary number of layers with arbitrary number of 

neurons. The nodes in this layer take part in the signal modification, hence, they are 

active. 

 Output layer: The number of neurons in the output layer corresponds to the number 

of the output values of the neural network. The nodes in this layer are active ones. 

 If a multilayer perceptron has a linear activation function in all neurons, that is, a 

linear function that maps the weighted inputs to the output of each neuron, then linear 

algebra shows that any number of layers can be reduced to a two-layer input-output 

model. In MLPs some neurons use a nonlinear activation function that was developed to 

model the frequency of action potentials, or firing, of biological neurons [18]. 

 The two historically common activation functions are both sigmoid, and are 

described by 

𝑦ሺ𝑣i)= tanh(𝑣i) and y(𝑣i) = (1+e-vi)-1,                                                            (2.1) 

 
Figure 2.6. Sigmoid Function 

Source: designed by the author based on [18]  

Let first see the behavior of sigmoid function Figure 2.6. Unlike piecewise linear 

units, sigmoidal units saturate across most of their domain � they saturate to a high value 
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when z is very positive, saturate to a low value when z is very negative, and are only 

strongly sensitive to their input when z is near 0. 

Learning occurs in the perceptron by changing connection weights after each piece 

of data is processed, based on the amount of error in the output compared to the expected 

result. This is an example of supervised learning, and is carried out 

through backpropagation, a generalization of the least mean squares algorithm in the 

linear perceptron. We can represent the degree of error in an output node j in the n-th data 

point (training example) by  

𝑒௝ሺ𝑛ሻ ൌ  𝑑௝ሺ𝑛ሻ െ 𝑦௝ሺ𝑛ሻ,                                                (2.2) 

where d Is the target value and y is the value produced by the perceptron [17]. The 

node weights can then be adjusted based on corrections that minimize the error in the 

entire output, given by  

𝜀ሺ𝑛ሻ ൌ ଵ
ଶ

∑ 𝑒௝
ଶሺ𝑛ሻ,௝                                                 (2.3) 

Gradient-Based Learning - designing and training a neural network is not much 

di൵erent from training any other machine learning model with gradient descent [17]. The 

largest di൵erence between the linear models we have seen so far and neural networks is 

that the nonlinearity of a neural network causes most interesting loss functions to become 

non-convex. This means that neural networks are usually trained by using iterative, 

gradient-based optimizers that merely drive the cost function to a very low value, rather 

than the linear equation solvers used to train linear regression models or the convex 

optimization algorithms with global convergence guarantees used to train logistic 

regression or                    SVMs [17]. 

 
Figure 2.7. Visualization of how gradient based learning occur 

Source: designed by the author based on [17]  
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As we can see at right of Figure 2.7., an analogy of a ball dropped in a deep valley 

and it settle downs at the bottom of the valley. When we move the ball a small amount 

ǻv1 in the v1 direction, and a small amount ǻv2 in the v2 direction. Calculus tells us that 

C changes as follows: [17, 18] 

∆𝐶 ൎ డ𝐶
డ𝑣భ

∆𝑣ଵ ൅ డ𝐶
డ𝑣మ

∆𝑣ଶ,                                           (2.4) 

Change of the v1 and v2 such that the change in cost is negative is desirable. We 

can also denote ǻC≈∇C⋅ǻv. where ∇C is, 

∇𝐶 ൌ ቀ డ𝐶
డ𝑣భ

, … , డ𝐶
డ𝑣೘

ቁ
்
,                                             (2.5) 

and ǻv is, 

 ∆𝑣 ൌ ሺ∆𝑣ଵ, … , ∆𝑣௠ ሻ்,                                             (2.6) 

Indeed, there¶s even a sense in which gradient descent is the optimal strategy for 

searching for a minimum. Let¶s suppose that we¶re trying to make a move ǻv in position 

so as to decrease C as much as possible. We¶ll constrain the size of the move so that 

 In other words, we want a move that is a small step of a .0<ࣅ for some small fixed ࣅ=ۅǻvۅ

fixed size, and we¶re trying to find the movement direction which decreases C as much 

as possible. It can be proved that the choice of ǻv which minimizes ∇C⋅ǻv is ǻv=íȘ∇C, 

where Ș=ۅ/ࣅ∇Cۅ is determined by the size constraint ۅǻvࣅ=ۅ. So gradient descent can be 

viewed as a way of taking small steps in the direction which does the most to immediately 

decrease C. Now that the gradient vector ∇C has corresponding components ∂C/∂w𝑘 and 

∂C/∂b𝓁. Writing out the gradient descent update rule in terms of components, we have 

[17, 18, 19] 

𝑤𝑘 → 𝑤𝑘
ᇱ ൌ 𝑤𝑘 െ  η డ𝐶

డ𝑤ೖ
,                                          (2.7) 

𝑏௟ → 𝑏௟
ᇱ ൌ 𝑏௟ െ  η డ𝐶

డ𝑏೗
,                                             (2.8) 

Now there are many challenges in training gradient-based learning. But for now, I 

just want to mention one problem. When the number of training inputs is very large this 

can take a long time and learning thus occurs slowly. An idea called stochastic gradient 

descent can be used to speed up learning. To make these ideas more precise, stochastic 



29 
 
gradient descent works by randomly picking out a small number m of randomly chosen 

training inputs. We¶ll label those random training inputs X1, X2, «, Xm and refer to 

them as a mini batch. Provided the sample size mm is large enough we expect that the 

average value of the ∇CXj will be roughly equal to the average over all ∇Cx,                                   

that is, [17, 19] 
∑ೕసభ

೘

௠
ൎ ∑ೣ∇𝐶ೣ

𝑛
ൌ ∇𝐶,                                                     (2.9) 

This modification helps us in reducing a good amount of computational load. 

Stochastic gradient descent applied to non-convex loss functions has no such convergence 

guarantee and is sensitive to the values of the initial parameters. For feedforward neural 

networks, it is important to initialize all weights to small random values. The biases may 

be initialized to zero or to small positive values. We will see How can we make this 

calculation fast by using back propagation algorithm [18]. 

 Back-propagation is the essence of neural net training. It is the method of fine-

tuning the weights of a neural net based on the error rate obtained in the previous epoch 

(i.e., iteration). Proper tuning of the weights allows you to reduce error rates and to make 

the model reliable by increasing its generalization [21]. 

 Backpropagation is a short form for ³backward propagation of errors´. It is a 

standard method of training artificial neural networks. This method helps to calculate the 

gradient of a loss function with respects to all the weights in the network. 

 
Figure 2.8. How backpropagation works 

Source: designed by the author based on [21]  
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1. Inputs X, arrive through the preconnected path 

2. Input is modeled using real weights W. The weights are usually randomly 

selected. 

3. Calculate the output for every neuron from the input layer, to the hidden 

layers, to the output layer. 

4. Calculate the error in the outputs 

ErrorB= Actual Output ± Desired Output                          (2.10) 

5. Travel back from the output layer to the hidden layer to adjust the weights 

such that the error is decreased. 

6. Keep repeating the process until the desired output is achieved [21]. 

 

2.3. Advantages of analyzing data and forecasting using neural networks 

Artificial Neural Network (ANN) uses the processing of the brain as a basis to 

develop algorithms that can be used to model complex patterns and prediction problems. 

Key advantages of neural Networks: 

ANNs have some key advantages that make them most suitable for certain 

problems and situations: 

1. ANNs have the ability to learn and model non-linear and complex relationships, 

which is really important because in real-life, many of the relationships between inputs 

and outputs are non-linear as well as complex. 

2. ANNs can generalize � After learning from the initial inputs and their 

relationships, it can infer unseen relationships on unseen data as well, thus making the 

model generalize and predict on unseen data. 

3. Unlike many other prediction techniques, ANN does not impose any restrictions 

on the input variables (like how they should be distributed). Additionally, many studies 

have shown that ANNs can better model heteroskedasticity i.e. data with high volatility 

and non-constant variance, given its ability to learn hidden relationships in the data 

without imposing any fixed relationships in the data. This is something very useful in 

financial time series forecasting (e.g. stock prices) where data volatility is very high [25]. 
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Forecasting: Forecasting is required extensively in everyday business decisions 

(e.g. sales, financial allocation between products, capacity utilization), in economic and 

monetary policy, in finance and stock market. More often, forecasting problems are 

complex, for example, predicting stock prices is a complex problem with a lot of 

underlying factors (some known, some unseen). Traditional forecasting models throw up 

limitations in terms of taking into account these complex, non-linear relationships. ANNs, 

applied in the right way, can provide robust alternative, given its ability to model and 

extract unseen features and relationships. Also, unlike these traditional models, ANN 

doesn¶t impose any restriction on input and residual distributions [26]. 

Neural networks, with their remarkable ability to derive meaning from complicated 

or imprecise data, can be used to extract patterns and detect trends that are too complex 

to be noticed by either humans or other computer techniques. Other advantages include: 

Adaptive learning: An ability to learn how to do tasks based on the data given for 

training or initial experience.  

� Self-Organization: An ANN can create its own organization or representation of 

the information it receives during learning time.  

� Real Time Operation: ANN computations may be carried out in parallel, and 

special hardware devices are being designed and manufactured which take 

advantage of this capability.  

� Fault Tolerance via Redundant Information Coding: Partial destruction of a 

network leads to the corresponding degradation of performance. However, some 

network capabilities may be retained even with major network damage. 

 Neural networks are universal approximators, and they work best if the system you 

are using them to model has a high tolerance to error. However, they work very well for:  

� capturing associations or discovering regularities within a set of patterns;  

� where the volume, number of variables or diversity of the data is very great;  

� the relationships between variables are vaguely understood;  

� the relationships are difficult to describe adequately with conventional approaches.  
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The greatest strength of neural networks is their ability to accurately predict 

outcomes of complex problems. In accuracy tests against other approaches, neural 

networks are always able to score very high [24, p. 445]. 

 

Conclusions to the section 2 

In the following section theoretical and methodological aspects of machine 

learning workflow, data preparation, neural network architecture, principles of their 

learning and advantages of using them for prediction were analyzed. The goal of machine 

learning is to build systems capable of finding patterns in data, learning from it without 

human intervention and explicit reprogramming. To solve the price prediction problem, 

data scientists first must understand what data to use to train machine learning models, 

and that¶s exactly why descriptive analytics is needed.  

While ML projects vary in scale and complexity requiring different data science 

teams, their general structure is the same. We have determited steps which should be 

taken to deploy a model and make prediction. 

Training a model with a dataset that has a lot of missing values can drastically 

impact the machine learning model¶s quality. Some algorithms such as scikit-learn 

estimators assume that all values are numerical and have and hold meaningful value. So, 

in this section popular ways for data imputation were suggested. 

Neural networks, with their remarkable ability to derive meaning from complicated 

or imprecise data, can be used to extract patterns and detect trends that are too complex 

to be noticed by either humans or other computer techniques.  
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SECTION 3  

Building neural network to forecast Real Estate prices 
 

3.1 Exploratory data analysis and feature engineering 

 

The performance of any ML model completely depends on the quality of the data 

that has been fed into the system. So the predictors should be chosen with the utmost care 

and the data should be in the proper format with reliable values. There are different steps 

that are involved in the data analysis process starting from the gathering of details until it 

is given as input to the machine learning model. 

Feature engineering is the process of determining which predictor variables will 

contribute the most to the predictive power of a machine learning algorithm. There are 

two commonly used methods for making this selection ± the Forward Selection 

Procedure starts with no variables in the model. You then iteratively add variables and 

test the predictive accuracy of the model until adding more variables no longer makes a 

positive effect. Next, the Backward Elimination Procedure begins with all the variables 

in the model. You proceed by removing variables and testing the predictive accuracy of 

the model [38]. 

The process of feature engineering is as much of an art as a science. Often feature 

engineering is a give-and-take process with exploratory data analysis to provide much 

needed intuition about the data. Feature engineering is when you use your knowledge 

about the data to select and create features that make machine learning algorithms work 

better [38]. 

One problem with machine learning is too much data. With today¶s big data 

technology, we¶re in a position where we can generate a large number of features. In such 

cases, fine-tuned feature engineering is even more important.  

In the following section we are going to build model based off the dataset for 

different housing features and we are going to try to predict the price that a house should 

sell at. 
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We will be using data which  contains house sale prices for King County, which 

includes Seattle. It includes homes sold between May 2014 and May 2015 [37]. Example 

of used data can be seen in Appendix A. 

 

Feature Columns and their defenition 

x id - Unique ID for each home sold 

x date - Date of the home sale 

x price - Price of each home sold 

x bedrooms - Number of bedrooms 

x bathrooms - Number of bathrooms, where .5 accounts for a room with a toilet but 

no shower 

x sqft_living - Square footage of the apartments interior living space 

x sqft_lot - Square footage of the land space 

x floors - Number of floors 

x waterfront - A dummy variable for whether the apartment was overlooking the 

waterfront or not 

x view - An index from 0 to 4 of how good the view of the property was 

x condition - An index from 1 to 5 on the condition of the apartment, 

x grade - An index from 1 to 13, where 1-3 falls short of building construction and 

design, 7 has an average level of construction and design, and 11-13 have a high 

quality level of construction and design. 

x sqft_above - The square footage of the interior housing space that is above ground 

level 

x sqft_basement - The square footage of the interior housing space that is below 

ground level 

x yr_built - The year the house was initially built 

x yr_renovated - The year of the house¶s last renovation 

x zipcode - What zipcode area the house is in 

x lat - Lattitude 

x long - Longitude 
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x sqft_living15 - The square footage of interior housing living space for the nearest 

15 neighbors 

x sqft_lot15 - The square footage of the land lots of the nearest 15 neighbors 

At the beginning of the project we need to import corresponding libraries and 

data from dataset. 

Pandas is a software library written for the Python programming language for 

data manipulation and analysis. In particular, it offers data structures and operations 

for manipulating numerical tables and time series 

NumPy is a library for the Python programming language, adding support for 

large, multi-dimensional arrays and matrices, along with a large collection of high-

level mathematical functions to operate on these arrays. 

Matplotlib is a plotting library for the Python programming language and its 

numerical mathematics extension NumPy. It provides an object-oriented API for 

embedding plots into applications Seaborn is a Python data visualization library based 

on matplotlib. It provides a high-level interface for drawing attractive and informative 

statistical graphics 

 

Figure 3.1. Import libraries and data from dataset 

Source: designed by the author 

 

Next step is we need to determine if we have any missing data in the dataset, to do 

that we can use method isnull() on our data frame, this method returns true of false if 

some data is missing, for better visual understanding method sum() is ised, that sums data 

per colums and treats False as 0 and 1 as True. 
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Figure 3.2. Check for missing data in dataset 

Source: designed by the author 

 

As we can see from Figure 3.2 for this particular dataset we don¶t have any missing 

values, but it¶s not always the case, in second section we explored how to deal with 

missing data. 

Pandas describe() is used to view some basic statistical details like percentile, mean, 

std etc. of a data frame or a series of numeric values. 



37 
 

 
Figure 3.3. Statistical analysis of the dataset 

Source: designed by the author 

 

It¶s a liitle bit hard to read this table and thoroughly understand it. Let¶s start 

describing it through visualization using matplotlib. For continuous labels we can do 

distribution of the actual label(price) as on Figure 3.4. Continuous Data represents 

measurements and therefore their values can¶t be counted but they can be measured. 
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Figure 3.4. Destribution plot (histogram) 

Source: designed by the author 

 

As a result, we can see that most of our houses are falling somewhere between zero 

and 1.5 milion dollars. We also have extreme outliers for really expensive houses and it 

may actually make sense to drop those outliers in our analysis if they are just a few points 

that are very extreme, so we can essentialy build a model that realistically predicts the 

price of the house if it¶s intented value somewhere between 0 and 2 million dollars. Since 

it¶s really not that many houses on the market that are that expensive it may not be realy 

useful to actually have our model train on these extreme outliers. 

Now we can go ahead and do similar analysis of different features. For categorical 

ones such as numbers of bedrooms. 
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Figure 3.5. Countplot for bedrooms 

Source: designed by the author 

 

Here we can see what actually looks like similar distribution where the vast 

majority of all houses have somewhere between two to five bedrooms and there is 

huge mansion that has 33 bedrooms. What is also useful is compering your label to 

some sort of feature that you think has a high coreletion. 

We can explore hight coreleted features using scatterplot. 
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Figure 3.6. Scatterplot to compare correlation between price to sqft_living space 

Source: designed by the author 

 

We can see here a very strong linear relationship. It is recommended checking out 

correletions between different features and actual label, which is price. Bedrooms also 

have some positive correlation. We can do box plot to see the distributions. 

 
Figure 3.7. Box blot to compare correlation between price and number of bedrooms 

Source: designed by the author 
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What this is showing us is distribution of prices per bedrooms. We can see quit a 

bit of variation in bedrooms ranging between 3 and 7.  

Geographical properties  

In out dataset we have features such as latitude and longtitude and it may be useful 

to actually explore this by ploting it out using simple scatterplot. We are not going to 

focus on trying plot these point on real world map instead we can gain a lot of information 

with a little bit of cursort knowledge of what King County looks like combined with a 

simple scatterplot call.  

So, let¶s first see disctribution of prices per latitude vs longitude. 

 
Figure 3.8. Scatterplot to compare correlation between price to longitude 

Source: designed by the author 

 

It looks like there tends to be some sort of price disctibution at a certion longitude, 

at longitude -122.2 looks like expensive housing area, we can see disctibution quit clearly 

here. Now we can repeat it for latitude. 
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Figure 3.8. Scatterplot to compare correlation between price to latitude 

Source: designed by the author 

 

As we can see the same behavior seems to pop up, it also seems that at particular 

latitude (47.7, 47.6) there is expensive housing area. What this is telling us is that at a 

certion combination of latitude and longitude that tends to be an expensive area. Let¶s 

plot out latitude versus longitude and plot out all these points and latter we can affect their 

hue. 
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Figure 3.9. Scatterplot latitude and longitude 

Source: designed by the author 

 

If we compare this to the actual map of King County, we can see that more or less 

they match. And what are we going to do now is we are going to start editing this to see 

if we can actually hone in on this expensive housing area. We can begin to see a little bit 

here of a darker area and it looks like It¶s mathing up with our original estimates of the 

expensive longitude, however we are not getting gradient color as we would like. 
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Figure 3.10. Scatterplot latitude and longitude with gradient color 

Source: designed by the author 

 

Now we can defenetly see a lot clearer color distribution. This plot showing us 

where the expensive parts of King County is. 

Next, we convert date colums from dataset into datetime object on line 21, that 

means that now we can extract information such as the month or year automatically. Now 

we can begin feature engineering off of this. 
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Figure 3.11. Boxplot to see correlation between price and year 

Source: designed by the author 

 

Using lamda function we extract year and month from date object, this is essentially 

feature engineering because these features were technically hidden inside of the string 

data, and now we¶are creating new columns to try to extract or engineer more information 

off original features. 

Now we can do this for month as well. 
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Figure 3.12. Boxplot to see correlation between price and month. 

Source: designed by the author 

 

Now it¶s hard to tell just from this plot weather or not there is any significant 

disctibution differences between the month you are going to sell this house at. What might 

help is to see the numbers themselves. This will allow us see the numbers and see if there 

is some significant difference between the months.  

 
Figure 3.13. Groupby to see correlation between price and months. 

Source: designed by the author 
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As we can see from the plot, not a huge range but it¶s looks like there is some 

behavior difference there in the month themselves. We can do similar thing for the year. 

 
Figure 3.13. Groupby to see correlation between price and year. 

Source: designed by the author 

This plot definitely makes sense because if you look back at the King County sales 

they are just increasing in price as time goes on. 

3.2 Creating and training the model 

We have already taken a look at the features then a little bit of feature engineering 

and even droped one feature. Now it¶s time to scale along for train test split and then 

create a model and train the model. 

The nex step is to separate our features from our label(price). After separation 

features from our label it¶s time to do a train test split. 

 

 
Figure 3.14. Separate features from label(price) 

Source: designed by the author 
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Now we want to perfrom a scaling, we want to perfetm a scaling post split, that 

way we only fit to the training set to prevent data leakage from the test set. 

 
Figure 3.15. Performing post split scaling 

Source: designed by the author 

 

Coming up next, we are going to do is create the model. We create sequential model 

and typically what we do is we try to base the number of neurons or units in our layers 

from the size the actual feature data. From the X_train.shape it looks like we have 19 

incoming features and that¶s probably a good range to then have 19 neurons in our layer. 

 
Figure 3.16. Creating model 

Source: designed by the author 
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So, we added one final layer and this layer is going to have one neuron as it¶s output 

since that¶s going to be directly outputting our predicted price. And then we are going to 

compile this model. 

Now it¶s time to train a model. 

 
Figure 3.17. Training model 

Source: designed by the author 

 

We are passing validation data, and what that means is after each epoch of training 

on the training data will quickly run the test data and check our loss on the test data. So 

that way we can keep tracking of how well we are performing not just on our training 

data but also on our test data. 

Now it¶s time to explore and evaluate on not just our test data but also being able 

to predict the price of new house given it¶s features. 
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 Figure 3.18. Plot of losses after model training 

Source: designed by the author 

 

Now we can directly compare the loss on training versus the lost on test and 

validation or order to see if we are over fitting to the training data on our model. 

This is exactly the kind of signal we want where there is decrease in both the 

training loss the validation loss. That is indicator that we could continue training without 

over fitting to our training data. 
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Figure 3.19. Test versus predictions 

Source: designed by the author 

 

Looking on our mean absolute error, we are off by about one hundred thousand 

dollars. 

We have to take into account the actual data frame itself, we have to take into 

account our price column off the original data frame. We can also compare our prediction 

and we can plot them against a perfect fit.  
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Figure 3.20. Plot compare prediction versus perfect fit 

Source: designed by the author 

 

The read line represents perfect prediction line. We can notice that we are basically 

being punished here by expensive houses. These really expensive houses were not good 

at predicting that price, but we are good at prediction house prices between 0 and 2 million 

dollars. 

3.3. Model usage and evaluation 

So finally let's show how model would to predict on a brand new house. There are 

only the features of a new house on market. So let's say a new house is coming onto the 

market and someone wants to sell and  we know these various features of the house based 

on which we are going to predict price. 

 We drop price and now have all these features for a new house coming onto the 

market. The next step is to scale single_house data.  
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Figure 3.21. House price prediction 

Source: designed by the author 

 

After training and running the model, predicted price for the house is 283852, as 

you can see on figure 3.22 original price of the house was 271900, which tells that our 

model for house price prediction is pretty accurate. The full progress of development can 

be seen in Appendix B. 

 

 

 

Figure 3.22 Original house features  

Source: designed by the author 
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What may help to make prediction more accurate is  to retrain model just on that 

bottom ninety nine percent of houses, if we come up to a situation where our sale price is 

over three million dollars we'll only refit to that bottom 99 percent. It really depends on 

the context and what questions are trying to be answered and what problems are trying to 

be solved. It looks like we are kind of overshooting price a little bit and again that may 

be an issue when we're trying to fit to these extreme values. next step to undertake would 

be to retrain model by dropping out the top 1 or 2 percent of values and see if that can 

reduce model means squared error on the data set. 

Conclusions to the section 3 
In the first part of the section we have been able to do a little bit of fixed 

engineering, the process of feature engineering is as much of an art as a science. Often 

feature engineering is a give-and-take process with exploratory data analysis to provide 

much needed intuition about the data. Feature engineering is when you use your 

knowledge about the data to select and create features that make machine learning 

algorithms work better. We have seen how different features can corelete with our label, 

data that we want to predict, that offen in datasets there is data which can disturb accurate 

prediction of the model. We have done a little bit of exploratory data analysis.  

In the second part of the section we created and trained the model, with help of 

passing validation data, after each epoch of training on the training data will quickly run 

the test data and check our loss on the test data. So that way we can keep tracking of how 

well we are performing not just on our training data but also on our test data. We directly 

compared the loss on training versus the lost on test and validation or order to see if we 

are over fitting to the training data on our model which resulted in exactly the kind of 

signal we want where there is decrease in both the training loss the validation loss. That 

is indicator that we could continue training without over fitting to our training data. After 

running our model to predict price of the house based on it¶s features got back a relatively 

reasonable model.   
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CONCLUSIONS 

In the graduation qualification work theoretical, methodological aspects of real 

esate price forescasting using neural network were analyzed and developed practical 

solution for price prediction. Theoretical aspects of real estate were revealed. After 

analyzing scientific literature, we have defined economic characterisics of real estate that 

influence its value as an investment. The results of the study allow us to draw the 

following conclusions: 

Estimating the value of real estate is necessary for a variety of endeavors, including 

financing, sales listing, investment analysis, property insurance, and taxation. But for 

most people, determining the asking or purchase price of a piece of real property is the 

most useful application of real estate valuation. We have determited 3 traditional methods 

to run a valuation on property: comparable sales approach, Income approach, cost 

approach 

Accurate real estate valuation is important to mortgage lenders, investors, insurers 

and buyers, and sellers of real property. While appraisals are generally performed by 

skilled professionals, anyone involved in a real transaction can benefit from gaining a 

basic understanding of the different methods of real estate valuation.  

After analyzing aspects of machine learning workflow, data preparation, neural 

network architecture, principles of their learning and advantages of using them for 

prediction were determined that the  goal of machine learning is to build systems capable 

of finding patterns in data, learning from it without human intervention and explicit 

reprogramming. To solve the price prediction problem, data scientists first must 

understand what data to use to train machine learning models, and that¶s exactly why 

descriptive analytics is needed.  

While ML projects vary in scale and complexity requiring different data science 

teams, their general structure is the same. We have determited steps which should be 

taken to deploy a model and make prediction. 

Training a model with a dataset that has a lot of missing values can drastically 

impact the machine learning model¶s quality. Some algorithms such as scikit-learn 
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estimators assume that all values are numerical and have and hold meaningful value. So, 

in this section popular ways for data imputation were suggested. 

Neural networks, with their remarkable ability to derive meaning from complicated 

or imprecise data, can be used to extract patterns and detect trends that are too complex 

to be noticed by either humans or other computer techniques. 

In order to find correlation between different feature on our price, we have been 

able to do fixed engineering and exploratory data analysis. The process of feature 

engineering is as much of an art as a science. Often feature engineering is a give-and-take 

process with exploratory data analysis to provide much needed intuition about the data. 

Feature engineering is when you use your knowledge about the data to select and create 

features that make machine learning algorithms work better. We have seen how different 

features can corelete with our label, data that we want to predict, that offen in datasets 

there is data which can disturb accurate prediction of the model.  

To use prepared data after feature engineering we created and trained the model, 

with help of passing validation data, after each epoch of training on the training data will 

quickly run the test data and check our loss on the test data. So that way we can keep 

tracking of how well we are performing not just on our training data but also on our test 

data. We directly compared the loss on training versus the lost on test and validation or 

order to see if we are over fitting to the training data on our model which resulted in 

exactly the kind of signal we want where there is decrease in both the training loss the 

validation loss. That is indicator that we could continue training without over fitting to 

our training data. After running our model to predict price of the house based on its 

features got back a relatively reasonable model. As a result we received more general, 

robust and accurate method of price forecasting which could be used by investment 

companies to predict real estate price and make good investment, personal benefit to 

predict real estate price based on different factors to buy house at the right price. 
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Example of data from dataset 
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Appendix B 

The full progress of development, code from jupyter notebook 
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